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Abstract 35 

Sensitive periods, during which experiences have a large impact on phenotypic development, 36 

are most common early in ontogeny, yet they also occur during later ontogenetic stages, 37 

including adolescence. At present, however, we know little about why natural selection 38 

favors sensitive periods for some traits early in ontogeny and for others later in ontogeny. 39 

This article synthesizes recent mathematical models and empirical studies that explore 40 

sensitive periods beyond early ontogeny. Across formal models, we observe two general 41 

patterns. First, sensitive periods emerge beyond early ontogeny when an organism’s 42 

uncertainty about the environment-phenotype fit increases at later developmental stages. 43 

Second, sensitive periods also emerge beyond early ontogeny when cues at later stages 44 

reduce this uncertainty more than earlier cues do. In the empirical literature, we observe that 45 

traits showing sensitive periods beyond early ontogeny tend to be social traits, particularly 46 

among mammals. Connecting theory to data, we hypothesize that mammals have evolved to 47 

expect highly reliable information from peers in adolescence to reduce uncertainty about the 48 

current and future social environment (e.g. social dominance, mate value). Finally, we 49 

highlight current gaps in our understanding, describe how different ways of quantifying 50 

sensitive periods influenced observed patterns, and suggest future directions for strengthening 51 

bridges between empirical and theoretical studies of sensitive periods. Ultimately, we hope 52 

our synthesis will contribute towards an integrative science of sensitive periods across the 53 

biological and the social sciences. 54 

 55 

Keywords: sensitive periods, phenotypic plasticity, adolescence, modeling, evolution, 56 

development 57 

  58 



3 

 

Plasticity beyond early ontogeny 59 

Plasticity – the ability of organisms to adjust their phenotypes based on experience 60 

(West-Eberhard, 2003) – is common early in ontogeny, yet also exists at later developmental 61 

stages, including adolescence. Adolescence corresponds to the period during which 62 

individuals experience physiological changes of puberty, paving the way towards sexual 63 

maturity (Reddy et al., 2022). More broadly, it can be defined as the transition towards 64 

independence from caregivers (Romeo et al., 2016). The retention of plasticity through 65 

adolescence and into adulthood has been documented across various taxa, including primates, 66 

rodents, birds (Fuchs & Flügge, 2014), reptiles, amphibians (Powers, 2016), fish (Ganz & 67 

Brand, 2016), and insects (Eriksson et al., 2019; Strambi et al., 1999). For example, humans, 68 

rodents, and birds show high levels of plasticity during adolescence in the development of 69 

social behaviors and social learning (Dahl et al., 2018; Fuhrmann et al., 2015; Laursen & 70 

Hartl, 2013; Ruploh et al., 2013; Sachser et al., 2018, 2020). Adult lizards are able to adjust 71 

their social behaviors (e.g. sharing refuges overnight) in semi-natural conditions even after 72 

having been reared in isolation for the first 1.5 years of their lives (Riley et al., 2018). Some 73 

frog species show plasticity in their locomotor system (i.e. body tissues and organs 74 

responsible for movement) in response to temperature changes as adults (Wilson et al., 2000). 75 

And, in some fish species, adult plasticity may underlie the restructuring of dominance 76 

hierarchies and induction of sex changes (Maruska & Fernald, 2013; Perry & Grober, 2003).  77 

The existence of plasticity beyond early ontogeny raises a question: has plasticity 78 

merely persisted from earlier developmental stages, or is there a spike in plasticity later in 79 

ontogeny – implying a sensitive period? It is difficult to differentiate these possibilities 80 

empirically (Fuhrmann et al., 2015). Regardless, and contrary to some claims (Fuchs & 81 

Flügge, 2014), these cases clearly show that plasticity does not always rapidly diminish early 82 

in ontogeny. In this article, we ask whether and how evolutionary selection pressures cause 83 

variation in plasticity beyond early ontogeny across species, individuals, and traits?   84 

Understanding sources of variation in sensitive periods 85 

Over the past several decades, there has been growing interest in the genetic, 86 

neurophysiological, and environmental sources of adaptive variation in levels of plasticity. 87 

For example, geneticists have highlighted mechanisms that regulate the ontogenetic timing of 88 

sensitivity to information available to developing organisms (‘cues’) (Rundle & Spicer, 89 

2016). Neuroscientists have made great strides in mapping the neurophysiological 90 

mechanisms underlying variation in sensitive periods. Recently, these advances have made it 91 

possible to experimentally reopen sensitive and critical periods (i.e. periods of heightened 92 
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plasticity during which plasticity ceases) for specific experiences in certain species (Gabard-93 

durnam & Mclaughlin, 2020; Hensch & Bilimoria, 2012; Nelson & Gabard-Durnam, 2020; 94 

Reh et al., 2020). And, biologists have studied how environmental conditions and experiences 95 

during development shape the features of sensitive periods, such as their timing and duration 96 

(Knudsen, 2004). These literatures have focused more on proximate mechanisms, studying 97 

how sensitive periods are instantiated, and less on ultimate selection pressures, studying why 98 

such periods have evolved.  99 

Nevertheless, as Niko Tinbergen (1963) argued, a complete explanation requires 100 

linking proximate (mechanisms, development) and ultimate levels (function, evolutionary 101 

history) (Bateson & Laland, 2013; Bergman & Beehner, 2022). To illustrate, consider an 102 

example in guinea pigs. Housing conditions during adolescence (i.e. living in pairs or in 103 

colonies) shape their levels of stress and aggression in adulthood to a larger extent than 104 

housing conditions during other life stages (Sachser et al., 2011, 2013; Zimmermann, Kaiser, 105 

Hennessy, et al., 2017; Zimmermann, Kaiser, & Sachser, 2017). This plasticity in 106 

adolescence appears to be functional, because it enables guinea pigs to adjust to fluctuations 107 

in the social environment, such as changes in the density of male competitors (Sachser et al., 108 

2018). But which environmental conditions could have selected for this pattern over 109 

evolutionary time? It is known that the ancestral species of the domestic guinea pig, the wild 110 

cavy, experiences drastic, yearly fluctuations in population size and composition (Sachser et 111 

al., 2018). To understand whether this variation can explain guinea pigs’ heightened plasticity 112 

to the social environment in adolescence, it would be informative to draw on more general 113 

theory. Can we identify environmental conditions that select for sensitive periods early or 114 

later in ontogeny? For instance, what rates of change in parameters of the social environment 115 

(e.g. sex ratio) or the physical environment (e.g. food abundance) might favor the evolution 116 

of sensitive periods in adolescence? In this paper, we discuss recent mathematical modeling 117 

addressing such questions, focusing on sensitive periods emerging beyond early ontogeny.  118 

The paper is structured as follows. First, we introduce mathematical modeling of the 119 

evolution of sensitive periods. Then, we present explanations for sensitive periods beyond 120 

early ontogeny suggested by these models and establish links with empirical examples. Next, 121 

we describe how different ways of quantifying sensitive periods could influence observed 122 

patterns. Finally, we conclude by highlighting insights as well as existing gaps, and by 123 

presenting future directions addressing these gaps. 124 

Modeling the evolution of sensitive periods  125 
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Although there is a longstanding and well-developed mathematical theory on the 126 

conditions that favor phenotypic plasticity (reviewed in Snell-Rood & Steck, 2019), only 127 

recently have theoreticians begun to explore why and how levels of plasticity change across 128 

ontogeny (Frankenhuis & Panchanathan, 2011; reviewed in Fawcett & Frankenhuis, 2015; 129 

Frankenhuis & Walasek, 2020). This work provides insights into the effects of experience on 130 

the features of sensitive periods, such as their timing and duration. These models thus 131 

advance our understanding of why variation in sensitive periods exists, complementing 132 

genetic, neurophysiological, and developmental insights about how it is instantiated.  133 

Sensitive period models typically conceptualize development as a sequential decision-134 

making process. Organisms are born with a prior estimate about their environment (e.g. safe 135 

or dangerous; resource-abundant or resource-poor). Throughout ontogeny organisms sample 136 

cues that provide imperfect information about the environmental state and develop 137 

phenotypes accordingly. The extent to which cues accurately reflect environmental 138 

conditions is often called the ‘cue reliability’ (or ‘cue validity’). All models that we know of 139 

consider how sampled cues shape the information state of the organism. Some models 140 

additionally consider how changes in the information state (e.g. increased estimate about the 141 

presence of predators) translate to phenotypic adjustments (e.g. development of defenses) 142 

(e.g. Fischer et al., 2014; Frankenhuis & Panchanathan, 2011; Walasek et al., 2022a, 2022b). 143 

For different combinations of priors and cue reliabilities, these models then compute optimal 144 

phenotypic decisions that maximize survival and reproductive success (i.e. biological fitness) 145 

of the developmental system. In sequence, such decisions constitute optimal developmental 146 

trajectories. A robust finding across models is that plasticity tracks organism’s uncertainty 147 

about the environment: the higher organism’s uncertainty at birth and the more cues during 148 

ontogeny reduce this uncertainty, the higher plasticity tends to be early in ontogeny (Fawcett 149 

& Frankenhuis, 2015; Fraley & Roisman, 2015; Frankenhuis & Fraley, 2017; Frankenhuis & 150 

Walasek, 2020).  151 

Bridging theory and data 152 

Theoretical models can do more than expose the selection pressures shaping sensitive 153 

periods; they also provide testable empirical hypotheses. For example, drawing on Bayesian 154 

models of development (Stamps & Krishnan, 2014b, 2014a, 2017), one study has tested the 155 

‘discrepancy rule’ (Stamps & Frankenhuis, 2016) in fruit flies (Drosophila melangoster). The 156 

discrepancy rule states that the extent to which individuals are shaped by a cue depends on 157 

how different the cue is from their prior estimate. Thus, individual differences in plasticity 158 

should be positively related to the discrepancy between priors and cues. Stamps et al. (2018) 159 
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found support for this prediction. They reanalyzed data from an aversive odor conditioning 160 

experiment in fruit flies (Saltz et al., 2017). In these experiments fruit fly larvae learn the 161 

association between an odorant (here acetate) and a negative stimulus (here an electric 162 

shock). Stamps et al. found that naïve individuals who were strongly attracted to the odor of 163 

acetate prior to conditioning reduced their attraction scores following aversive conditioning 164 

more than moderately attracted individuals.  165 

Another study modeled and tested how different components of environmental change 166 

shape learning (Dunlap & Stephens, 2009). The model shows that an environment that 167 

changes predictably across generations selects for learning, while a stable environment with 168 

unreliable cues selects against learning. The authors then tested these predictions in fruit flies 169 

(Drosophila melangoster). During the experiment adult fruit flies are presented with two egg-170 

laying media; one flavored with orange and one with pineapple. One of the media is paired 171 

with an aversive odorant (here quinine). After this experience phase fruit flies can choose 172 

either medium (without quinine) for oviposition. Then, the experimenter will choose eggs 173 

from one of the media to create the next generation of flies. This setup allows the 174 

experimenter to manipulate how reliably quinine-pairing predicts the best egg-laying medium 175 

and whether the best choice changes across generations. In line with predictions, fruit flies 176 

experimentally evolved the ability to learn the best site for oviposition in predictably 177 

changing environments but not in stable environments with unreliable cues. Both of the 178 

described experiments, however, were not designed to test predictions about sensitive 179 

periods, as they only manipulated cues at one time period during ontogeny. To our 180 

knowledge, no studies have experimentally evolved sensitive periods in development. As we 181 

discuss later, this will be an exciting direction for future research. 182 

Theoretical models have also provided adaptive explanations for observed patterns of 183 

sensitive periods. For example, previous modeling work has illustrated the selection pressures 184 

producing sensitive periods in the development of immune system tolerance (Metcalf et al., 185 

2022). Insufficient exposure to harmless microbes during sensitive periods results in late-age 186 

immune system dysfunction when hosts (human and non-human animals) fail to acquire 187 

tolerance. However, being exposed to pathogenic microbes during sensitive periods can lead 188 

to adverse health outcomes. The model explores how this trade-off between tolerance 189 

acquisition and pathogen infection shapes the optimal sensitive period duration in different 190 

microbial landscapes. The model shows that declining microbial diversity – as reported in 191 

human populations – requires a longer window for tolerance acquisition and can thus cause 192 

immune dysfunction in species that have shorter windows (such as humans). This example 193 
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underscores how understanding the evolution of sensitive periods across development can 194 

inform medicine.  195 

Relatedly, there has been increasing interest in understanding how evolved responses 196 

to early-life experiences shape individual differences in health and well-being (Kuijper et al., 197 

2019). For example, some work suggests that the developing fetus and infant uses 198 

information provided through the mother’s placenta and breast milk to predict the long-term 199 

nutritional environment (Kuzawa, 2005). The underlying idea is that this information 200 

obtained from the mother integrates over a lifetime of her experiences and is more reliable 201 

than early-life experiences obtained by the infant (Dall et al., 2015; McNamara et al., 2016). 202 

However, this implies that the infant might be insensitive to interventions manipulating 203 

nutritional conditions early in life (Kuzawa & Thayer, 2011). Thus, to develop effective 204 

interventions that improve developmental outcomes, we need to understand how organisms 205 

have evolved to integrate information from different sources and timescales. Modeling the 206 

evolution of this developmental plasticity can help us better understand why individuals 207 

differ in their susceptibility to early-life experiences and guide the development of 208 

preventative medicine (e.g. the timing of interventions).  209 

Sensitive periods beyond early ontogeny: theoretical insights and empirical connections 210 

As noted, although most models to date tend to find sensitive periods early in 211 

ontogeny, recent models point to conditions that favor sensitive periods later in ontogeny 212 

(Fischer et al., 2014; Stamps & Krishnan, 2017; Walasek et al., 2022a, 2022b). It is not clear 213 

yet whether later sensitive periods are produced by the same or different selection pressures. 214 

Here, we address this question by synthesizing findings from theoretical models reporting 215 

sensitive periods beyond early ontogeny. Our synthesis fills a current gap because there have 216 

been fewer connections between theoretical and empirical literatures on sensitive periods 217 

beyond early ontogeny—as there have been for sensitive periods early in ontogeny (the more 218 

common pattern in theoretical and empirical work). Our synthesis of theoretical and 219 

empirical literatures on sensitive periods beyond early ontogeny is also timely, because these 220 

literatures are both growing areas of research across the biological and social sciences 221 

(Blakemore & Mills, 2014; Frankenhuis & Walasek, 2020; Gee, 2022; Lewis, 2022; Reddy et 222 

al., 2022; Sachser et al., 2020; Sisk & Gee, 2022).  223 

 We include models in our synthesis if they meet three criteria. First, organisms use 224 

cues to learn about their environment. Second, the model captures changes in plasticity across 225 

ontogeny, including two or more time periods in which organisms can access cues. This 226 

criterion serves to exclude models in which organisms sample a cue in the first period and 227 
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develop a phenotype in the second without being able to acquire new information in the 228 

second period. Such models are well-suited to studying the evolution of phenotypic plasticity 229 

(Botero et al., 2015; Gabriel, 2006; Moran, 1992; Stephens, 1991), but cannot capture 230 

changes in plasticity over the course of ontogeny – as this entails the impact of cues differing 231 

across time periods. Third, the model produces sensitive periods beyond early ontogeny; that 232 

is, heightened plasticity towards the middle or end of ontogeny, rather than the highest levels 233 

of plasticity occurring at the onset of ontogeny (the typical pattern). We have found four 234 

models that meet these three criteria (Fischer et al., 2014; Stamps & Krishnan, 2017; Walasek 235 

et al., 2022a, 2022b).  236 

Our synthesis focuses on adaptive explanations for sensitive periods occurring later in 237 

ontogeny, rather than at its onset. If a model also favored sensitive periods at the onset of 238 

ontogeny in a subset of conditions, we may discuss those for contrast. Additionally, we 239 

collected empirical examples of sensitive periods later in ontogeny in human and non-human 240 

animals (Table 1). As with the models, we only consider examples in which animals adjust to 241 

cues over multiple time periods and show their highest levels of plasticity later in ontogeny. 242 

In addition to these criteria, we focused our selection on empirical examples which match the 243 

theoretical explanations implied by the models.  244 

Throughout our paper, we use the term ‘ontogeny’ to denote the time window during 245 

which experiences (i.e. cues) are relevant to the development of the trait. Thus, we are 246 

referring to the ontogeny of a specific trait and not necessarily to the ontogeny of the 247 

organism (i.e. period during which an organism develops). The onset of ‘trait ontogeny’ does 248 

not necessarily coincide with birth; animals might only be able to develop some traits at later 249 

life stages due to physiological constraints or because relevant cues are not available yet 250 

(Stamps & Luttbeg, 2022). Thus, when we observe sensitive periods later in ontogeny, such 251 

periods do not necessarily map onto adolescence (‘mid-ontogeny’) or adulthood (‘late 252 

ontogeny’) in animals. Whether it does, depends on the empirical trait in question. Figure 1 253 

illustrates the relationship between trait ontogeny and overall ontogeny. 254 

 255 
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 256 

Figure 1. Trait ontogeny. This figure illustrates the relationship between trait ontogeny for 257 

different traits (light green boxes labelled A-D) and overall ontogeny of the organism (yellow 258 

box). The four traits (A-D) develop during different time periods. The black, curved lines 259 

indicate levels of plasticity across trait ontogeny. Relative to overall ontogeny the plasticity 260 

of all traits peaks around the same time. However, within their respective ontogenetic 261 

windows, traits A and D correspond to a mid-ontogeny sensitive period, B to a sensitive 262 

period at the end of ontogeny, and C to an early-ontogeny sensitive period.    263 

 264 

Three explanations for sensitive periods beyond early ontogeny 265 

Across the four models, we extracted three explanations for sensitive periods beyond 266 

early ontogeny: (1) increasing uncertainty about the environment over ontogeny, (2) 267 

increasing informativeness of cues across ontogeny, and (3) frequent changes in the 268 

environmental state throughout ontogeny. In what follows, we discuss these explanations and 269 

illustrate each one using empirical research across various species (Table 1). We also 270 

describe how the different study protocols for quantifying plasticity, used in theoretical and 271 

empirical research, influence the observed patterns of plasticity across ontogeny. 272 

 273 

Species  Trait Timing of 

sensitive 

periods 

Theoretical 

explanation 

Reference 

Humans Stress-recalibration in 

response to adoption 

Midway Increasing 

uncertainty 

DePasquale et 

al., 2021; 

Gunnar et al., 

2019 

Humans Increased information 

sampling in response 

to increased 

uncertainty 

Midway Increasing 

uncertainty 

Ma et al., 2022 
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Chimpanzees Increased social 

exploration and 

learning in response to 

novel social 

landscapes and 

independence from 

parents 

Midway Increasing 

uncertainty  

Reviewed in 

Reddy et al. 

(2022) 

Fish (Amazon 

molly, Poecilia 

Formosa)  

Behavior in fish tanks 

(i.e. step length, 

turning angle, and 

distance to the tank 

wall)  

Midway Increasing 

uncertainty  

Ehlman, 

Scherer, 

Bierbach, Stärk, 

et al. (2023) 

Humans Susceptibility to social 

feedback from peers  

Midway Increasing 

cue reliability   

Molleman et al. 

(2022) & 

reviewed in 

Hofmans & 

Van Den Bos 

(2022) 

Various rodent 

species 

Changes in aggression, 

exploration, and social 

play behavior in 

response to social 

defeat  

Midway Increasing 

cue reliability 

Reviewed in 

Sachser et al., 

(2018) 

Various rodent 

species 

Social, anxiety-like, 

cognitive, and 

decision-making 

behaviors in response 

to social isolation  

Midway Increasing 

cue reliability 

Reviewed in Li 

et al. (2021) 

Bulb mites 

(Rhizoglyphus 

robini)  

Male morph 

development in 

response to body size 

End  Changing 

environment 

Leigh & 

Smallegange 

(2014); 

Smallegange 

(2011) 

Waterflea 

(Daphnia 

magna) 

Size at maturity in 

response to short-term 

exposure to predator 

kairomones  

End  Changing 

environment 

Mikulski & 

Pijanowska 

(2010) 

Paper wasps 

(Polistes 

dominula) 

Nest-mate recognition 

in response to 

olfactory cues 

End Changing 

environment 

Cappa et al. 

(2020) 

Freshwater snail 

(Physa acutas) 

Shell crush resistance 

in response to 

End of 

ontogeny 

Changing 

environments 

Tariel-Adam et 

al. (2023) 
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olfactory cues from 

predators 

Guinea pigs 

(Cavia aperea f. 

porcellus) 

Changes in endocrine 

mechanisms 

(testosterone and 

cortisol 

concentrations) in 

response to niche 

transition  

End or 

persisting 

plasticity 

Changing 

environments  

Mutwill et al. 

(2019, 2020) 

Various rodent 

species 

Changes in social 

behavior and brain 

physiology in response 

to stress caused by 

changing, social 

environments  

End or 

persisting 

plasticity 

Changing 

environments 

MacLeod et al. 

(2023) 

Table 1: Empirical examples of sensitive periods beyond early ontogeny. Columns indicate 274 

the species, trait, pattern (midway vs. end of ontogeny), the theoretical explanation that best 275 

fits the example, and the reference. Note, that the theoretical explanation is at the ultimate 276 

level. That is, we hypothesize that a specific species may have experienced increases in 277 

uncertainty, changes in cue reliability, or changes in environmental conditions across 278 

ontogeny over evolutionary timescales. Therefore, natural selection has favored 279 

developmental mechanisms in those species that produce sensitive periods beyond early 280 

ontogeny. For some studies it is unclear whether they capture a sensitive period towards the 281 

end of ontogeny or persisting plasticity, following an earlier peak. In these cases, we list both 282 

patterns.   283 

 284 

Explanation 1: Sensitive periods occur in mid-ontogeny, when uncertainty increases over 285 

ontogeny 286 

 Three of the four models – Fischer et al. (2014), Stamps & Krishnan (2017), and 287 

Walasek et al. (2022) –  produce sensitive periods mid-ontogeny because uncertainty 288 

increases early in ontogeny. However, the causes of this increase differ between these 289 

models. We will provide general qualitative insight in the main text and offer additional 290 

detail in Box 1.  291 

Fischer et al. (2014) assume a fluctuating environment in which the entire population 292 

starts ontogeny with an already induced phenotype. This phenotype reflects the inherited, 293 

long-term estimate of the environment (‘evolutionary prior’). Crucially (and unlike in the 294 

other three models in our synthesis), adjusting this initial phenotype is assumed to be costly. 295 

Therefore, when cues are noisy, most organisms sample a few cues before adjusting their 296 

phenotype. When the environmental state changes slowly (relative to generation time), 297 

organisms become more uncertain about their current phenotype-environment match as they 298 
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start to sample cues that contradict their prior. This results in sensitive periods early in 299 

ontogeny, but not at the onset (Figure 2, column 3, row 1 & 2, dark teal lines). When cues are 300 

low in reliability, organisms require more cues before adjusting phenotypes (row 1). Here, a 301 

smaller proportion of the population reaches sufficiently confident estimates of the 302 

environment to make costly adjustments, resulting in later and lower peaks in plasticity. 303 

Rapidly changing environments within generations (light teal line) amplify this effect further 304 

because phenotypic adjustments are potentially only useful for a short amount of time, 305 

resulting in low, mid-ontogeny peaks in plasticity.   306 

In Walasek et al. (2022b), sensitive periods towards mid-ontogeny also occur due to 307 

mismatches between early-ontogeny cues and priors, when the environment changes slowly 308 

within generations (Figure 2, column 3, solid red lines). Early in ontogeny all organisms 309 

specialize towards the long-term environment indicated by the prior. Plasticity increases 310 

when some organisms sample cues that contradict their early estimates and increase 311 

uncertainty about the current fit with the expected future environment. On average, across all 312 

members of the population, such conditions result in mid- to late-ontogeny peaks in 313 

plasticity, driven by a subset of the population. 314 

In Stamps and Krishnan (2017), the environment does not fluctuate across ontogeny. 315 

However, the authors explored scenarios in which organisms with priors indicating a highly 316 

dangerous environment, receive contradicting cues indicating a very safe environment. 317 

Similar to Fischer et al. and Walasek et al., these initial cues which contradict organisms 318 

early estimates of the environment increase uncertainty. When uncertainty is highest, 319 

subsequent cues have the most impact on development resulting in a peak in plasticity 320 

beyond the onset of ontogeny (Figure 2, first column). The lower the cue reliability, the 321 

noisier cues are and the longer it takes for estimates to shift, resulting in mid-ontogeny peaks 322 

in plasticity (Figure 2, column 1, first row).  323 

Empirical studies 324 

Empirical evidence suggests that increases in uncertainty, particularly about the social 325 

environment, can result in sensitive periods mid-ontogeny (Table 1). For example, human 326 

adolescents, who were adopted as children from relatively harsh conditions into more 327 

supportive conditions, show greater potential for stress-recalibration than non-adopted 328 

individuals do (Gunnar et al., 2019). Here, drastic environmental changes may lead the brain 329 

to reevaluate the current phenotype-environment fit, temporarily increasing plasticity in 330 

cortisol stress reactivity. It is hypothesized that the perinatal period (i.e. pregnancy, lactation, 331 

and early parenthood) may similarly function as a window for stress-recalibration (Howland, 332 
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2023). This idea still remains to be tested. Increases in uncertainty may shape not only 333 

physiology, but also behavior. Recent experiments in humans have revealed an ‘adolescent-334 

emerging’ increase in information sampling before making decisions (Ciranka & Bos, 2020; 335 

Ma et al., 2022; Niebaum et al., 2022). For example, adolescents gather more information 336 

about the trustworthiness of others compared to other age groups (Ma et al., 2022). 337 

Adolescents aged 13 to 15 years were a priori more uncertain compared to younger and older 338 

peers and more willing to tolerate this uncertainty, resulting in increased information 339 

sampling. Taken together, adolescents may generally be more uncertain about features of 340 

their social environment, resulting in increased exploration and sensitivity towards social 341 

information (Giron et al., 2023). Moreover, this pattern appears to be specific to social 342 

information: with non-social information, tolerance for uncertainty and exploration 343 

continuously declines with age (Nussenbaum et al., 2022). That said, it is currently unknown 344 

whether these observations generalize beyond the Western, industrialized populations 345 

typically studied. 346 

Uncertainty might also shape plasticity in non-human animals. In one of humans’ 347 

closest living relatives, the chimpanzee, adolescence – bringing about uncertainty and risk – 348 

is recognized as an important period for social exploration and learning (Reddy et al., 2022). 349 

However, such patterns also exist in non-primates. For example, a recent experiment in 350 

Amazon mollies (Poecilia formosa) revealed an initial increase in behavioral plasticity during 351 

the first weeks of life (Ehlman, Scherer, Bierbach, Stärk, et al., 2023). Amazon molly are a 352 

naturally clonal species and therefore an ideal model system for testing the development of 353 

individual differences. The fish were reared in benign, near-identical tanks to test the 354 

prediction that in stable environments plasticity peaks at the onset of ontogeny before 355 

monotonically decreasing. Thus, observing initial increases in plasticity conflicted with 356 

theoretical predictions. The authors suggest that a prey species, such as the Amazon molly, 357 

might enter the experiment with priors indicating a dangerous environment. As the fish start 358 

sampling cues indicating a safe environment, they become more uncertain about the state of 359 

the environment, causing increases in behavioral plasticity.  360 

At a proximate level, increases in plasticity might be initiated by ‘prediction errors’, 361 

resulting from mismatches between the expected and actual sensory input (Courville et al., 362 

2006; Galván, 2010; Jordan & Andersen, 2017; Scott & Frank, 2023). Such mismatches can 363 

occur when organisms explore novel or changing environmental conditions. While this 364 

literature has established the role of prediction errors in modulating neural plasticity, it is not 365 

clear whether prediction errors or sensitivity towards them vary across development. A study 366 
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comparing human adolescents and adults found that adolescents showed faster learning from 367 

negative prediction errors compared to adults (Hauser et al., 2015), suggesting higher levels 368 

of plasticity in adolescence than adulthood. More studies considering the full breadth of 369 

development are needed to further clarify how the ability to learn from prediction errors 370 

changes across ontogeny, in humans as well as other species.  371 

All but two of our empirical examples just discussed come from human studies. 372 

However, uncertainty has been recognized as a driver of personality-related differences in 373 

behavioral plasticity across various species and traits (Mathot et al., 2012). This work has not 374 

focused on how this inter-individual variation in levels of plasticity change across ontogeny. 375 

Thus, future studies covering multiple ontogenetic stages are needed to reveal uncertainty-376 

related changes in plasticity, including inter-individual variation in these trajectories. 377 

Explanation 2: Sensitive periods occur in mid-ontogeny, when the reliability of cues 378 

increases across ontogeny 379 

Walasek et al. (2022a) explore changes in the reliability of cues across ontogeny in an 380 

environment that varies between generations, but remains stable within an individual’s  381 

lifetime. The authors focus on three different patterns of change: linearly increasing, first 382 

increasing and then decreasing (‘triangular’), and linearly decreasing cue reliabilities. They 383 

found sensitive periods in mid-ontogeny when the reliability of cues increases across some 384 

portion of ontogeny (Figure 2, column 2). When the reliability of cues decreases, sensitive 385 

periods only occur early in ontogeny. Under these conditions, cues at the onset of ontogeny 386 

are highly predictive of the environment, so there is no need for organisms to maintain high 387 

levels of plasticity. The reliability of cues can vary for various reasons. For some traits, cues 388 

may only be available or more abundant during certain developmental stages, such as social 389 

cues about an organism’s mate value (Fawcett & Frankenhuis, 2015). The higher the 390 

frequency of cues is, the more reliably organisms can use them to predict their environment. 391 

Another reason could be that, through sensory development, organisms become better able to 392 

detect and use cues later in ontogeny. Relatedly, if neural systems age, an organism’s ability 393 

to detect and accurately process cues may degrade, resulting in declining cue reliability.  394 

Empirical studies 395 

 Taken together, we should expect mid-ontogeny sensitive periods when reliable cues 396 

are more readily available during mid-ontogeny and when sensory and neural systems are 397 

better prepared to process these cues (Dahl et al., 2018; Larsen & Luna, 2018). Empirical 398 

studies in humans and rodents support such an explanation (Table 1). This work seems to 399 

indicate sensitive periods for the development of social behavior in response to cues from 400 
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peers and potential mates during adolescence (Cohodes et al., 2023; Hofmans & van den Bos, 401 

2022; Li et al., 2021; Sachser et al., 2018). For example, human adolescents appear to show 402 

heightened susceptibility to feedback from peers (Hofmans & Van Den Bos, 2022; Molleman 403 

et al., 2022). In rodents, social defeat and isolation during adolescence have long-lasting 404 

effects on social behaviors, such as aggression, exploration, and play (Li et al., 2021; Sachser 405 

et al., 2018). At an ultimate level, adolescence may be particularly important for social 406 

behaviors because of the availability of novel social landscapes. At a proximate level, neural 407 

restructuring during adolescence facilitates learning about these social landscapes.  408 

In mammals, adolescence marks a novel developmental stage of independence and 409 

exposure to peers (Buwalda et al., 2011). For the first time, organisms can sample cues that 410 

are not influenced by their parents or caregivers (Bebbington & Groothuis, 2021; Del 411 

Giudice, 2012; Sachser et al., 2018). This is important as parents have their own interests in 412 

mind and may provide cues that are suboptimal for their offspring. From an evolutionary 413 

perspective, conflict arises because parents only share 50% of their genes with their offspring 414 

and an offspring shares 100% of their genes with themselves (i.e. parent-offspring conflict; 415 

Godfray, 1995; Trivers, 1974). Thus, what is best for the parent may not always be best for 416 

the offspring. Such parent-offspring conflict is especially prevalent in species with prolonged 417 

postnatal care, such as humans or other long-lived mammals (Del Giudice, 2012). The longer 418 

children receive cues through their parents, the more scope there is for parents to shape their 419 

offspring’s developmental trajectories in their own interest. Thus, adolescence offers an 420 

opportunity to sample cues that are more aligned with the developing offspring’s own 421 

interests and may therefore more reliably predict their environment.   422 

This influx of novel social experiences coincides with changes in brain structures 423 

relevant for social processing (reviewed in Hofmans & van den Bos, 2022). One example of a 424 

neurophysiological system showing protracted development into adolescence is the dopamine 425 

system and its associated brain regions (Lin et al., 2020). The ‘late’ development of these 426 

brain regions, which are involved in learning and decision making, may enable adolescent 427 

mammals to process the novel social environment they face. Moreover, human adolescents 428 

are less likely to avoid ambiguity or punishment when learning about their environment, 429 

further promoting exploration (Raab & Hartley, 2019).  430 

Combining insights across explanations for sensitive periods in adolescence, 431 

mammalian brains may have evolved to be ready for both increased uncertainty (‘increasing 432 

uncertainty’) and reliable cues (‘increasing cue reliability’) during adolescence. At a 433 

proximate level, the question is which factors initiate the onset of such sensitive periods. We 434 
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have just presented empirical examples pointing to neurophysiological changes, as well as the 435 

availability of novel experiences and opportunities. Likely, both factors play a role in shaping 436 

plasticity but their contributions might vary for different traits. One principled way in which 437 

these factors might interact is through ‘metaplasticity’, the adaptive control of plasticity (Del 438 

Giudice, 2015; Frankenhuis & Gopnik, 2023; Scott & Frank, 2023; Soltani & Izquierdo, 439 

2019; Tooley et al., 2021). In line with this theory, novel experiences and opportunities might 440 

modulate neurophysiological processes controlling levels of plasticity.  441 

Explanation 3: Sensitive periods occur late in ontogeny, when the environment changes 442 

frequently 443 

Walasek et al. (2022b) found that frequent environmental fluctuations within 444 

generations may favor sensitive periods at the end of ontogeny (Figure 2, column 3, dotted 445 

light red lines). This finding is unique in comparison with all other models of the evolution of 446 

sensitive periods, not only the selection this paper focuses on. Notably, Fischer et al. (2014), 447 

who modeled environmental fluctuations in a similar manner as Walasek et al. (2022), did not 448 

observe sensitive periods towards the end of ontogeny. However, unlike Fischer et al., 449 

Walasek et al. assume that fitness only accrues at the end of ontogeny (Box 1). This 450 

assumption might more likely apply to morphological traits than to behavioral traits, which 451 

tend to be more malleable throughout life. However, not all morphological traits become 452 

fixed at a specific age (Burggren, 2020) and not all behaviors are plastic throughout the entire 453 

lifespan (Bell et al., 2009). Walasek et al.’s (2022b) assumption can also apply to cases where 454 

behavior remains plastic throughout the entire lifespan, when fitness effects are largest at a 455 

specific stage, such as the transition to adulthood (i.e. fitness is mainly accrued at the end of 456 

ontogeny). More generally, for traits that become fixed or accrue the largest fitness effects 457 

after maturation, developing organisms need to build phenotypes that match the long-term 458 

future environment. In these cases, it makes sense that organisms should be most sensitive to 459 

cues towards the end of ontogeny: when the environment changes frequently, cues towards 460 

the end of ontogeny are better predictors of the future environment (Tariel-Adam et al., 461 

2023).  462 

Empirical studies 463 

 There seem to be fewer examples in the empirical record of sensitive periods towards 464 

the end of ontogeny than there are examples of sensitive periods in mid- or early ontogeny. It 465 

is an open question to what extent this asymmetry is representative of nature versus reflecting 466 

the focus of empirical researchers (e.g. on a subset of species). A third possibility is that 467 

researchers documenting sensitive periods late in ontogeny tend not to use the term ‘sensitive 468 
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period’ to describe their findings. For instance, a researcher of insects might study a species 469 

that only responds to a particular environmental cue in later stages of metamorphoses, 470 

without describing such a response as a ‘sensitive period’. In fact, although most of the 471 

examples we have discussed so far involve humans and rodents, there are clear examples of 472 

sensitive periods late in ontogeny in a range of other animals, including mites, water fleas, 473 

wasps, and snails (Table 1). Also, the sensitive periods in these animals cover a broader array 474 

of traits than we have covered so far, such as offensive and defensive morphologies. 475 

An interesting possibility is that sensitive periods in late ontogeny tend to occur in 476 

species that undergo major transformations across life stages (e.g. metamorphosis). Consider 477 

morph development in male bulb mites (Rhizoglyphus robini). Experimental research shows 478 

that whether males mature as fighters or benign, defenseless scramblers strongly depends on 479 

their size during the final developmental stage (3rd instar) (Smallegange, 2011). Their size at 480 

this stage depends on nutritional conditions across ontogeny, with richer foods resulting in 481 

larger size. Bulb mites who temporarily experience lower-quality food during the 482 

protonymph stage, cannot compensate for lost growth if given richer foods during the final 483 

instar stage (Leigh & Smallegange, 2014). Thus, we may hypothesize that size at the end of 484 

ontogeny summarizes environmental conditions across ontogeny and helps predict future 485 

environmental conditions, favoring a late sensitive period for male morph development. 486 

  Another clear example involves female water fleas (Daphnia magna) being exposed 487 

to predation threat during the developmental stage prior to reproduction (4th instar) (Mikulski 488 

& Pijanowska, 2010). These females develop to be much smaller at maturity than females 489 

who experienced threat at earlier instar stages or no threat. Notably, these effects carried over 490 

to their daughters: compared to controls, daughters of mothers exposed to predators late in 491 

ontogeny showed the largest reduction in their size at maturation as well as in their number of 492 

offspring. A potential explanation for such a late sensitive period could be that experiences of 493 

threat close to reproduction indicate a high chance of predation at maturity. Thus, a late-494 

ontogeny sensitive period conveys a fitness benefit: responding to imminent threat with a 495 

smaller size at first reproduction makes it more likely for mothers to release offspring before 496 

being eaten. Relatedly, a recent experiment in freshwater snails (Physa acuta) revealed a late-497 

ontogeny sensitive period for developing shell crush resistance (Tariel-Adam et al., 2023). 498 

Snails who were exposed to predators during late ontogeny developed higher shell crush 499 

resistance compared to controls who never encountered predators. During this late 500 

ontogenetic window snails are likely to reach sexual maturity. Thus, stronger predator 501 

defenses might be particularly important during this time. However, although the crush 502 
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resistance was descriptively highest for late-exposed individuals, it did not significantly differ 503 

from other exposure windows (embryo, early ontogeny, mid-ontogeny) aside from controls. 504 

Future replications are needed to determine the exact timing and duration for this sensitive 505 

period.   506 

Sensitive periods in early adulthood also occur for social behaviors. Recent work in 507 

paper wasps (Polistes dominula) shows that nest-mate recognition is shaped primarily by the 508 

adult social context, rather than, as previously thought, by genetic cues or early experiences. 509 

In rodents, the evidence for sensitive periods in social behaviors late in ontogeny is less clear. 510 

Although rodents may preserve heightened plasticity in adulthood to adapt to changing social 511 

conditions (MacLeod et al., 2023; Mutwill et al., 2020), it is not clear whether this heightened 512 

plasticity exceeds levels of plasticity during adolescence. That changing environmental 513 

conditions can retain plasticity late in ontogeny has been empirically documented across 514 

various species and traits (Kotrschal & Taborsky, 2010; Relyea, 2003). This association 515 

between changing environmental conditions and (heightened or persisting) late-ontogeny 516 

plasticity might be mediated through an increase in neurons (i.e. neurogenesis) from exposure 517 

to diverse environments (environmental enrichment) (Freund et al., 2013, 2015; Heller et al., 518 

2020; Kempermann et al., 2002; Lefeuvre et al., 2023; Sherry & Hoshooley, 2010).   519 
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 520 

Figure 2: Explanations for sensitive periods beyond early ontogeny across models. Rows and 521 

columns indicate environmental conditions in the models. Rows depict the level (low, 522 

moderate, high) or pattern of cue reliability (increasing, triangular, decreasing). Columns 523 

depict whether the environmental state is stable or might change within an individual’s 524 

lifespan. Colors indicate the four models we focus on: in purple, Stamps & Krishnan (2017); 525 

in black, Walasek et al. (2021); in red, Walasek et al. (2022); and in teal, Fischer et al. 526 

(2014). Line types indicate different explanations; solid: increases in uncertainty, double-527 

dash: increases in cue reliability, and dotted: changing environments. Color intensity 528 

indicates the rate of environmental change (only relevant for third column); light: fast and 529 

dark: slow. The figure omits patterns of sensitive periods early in ontogeny. Note that all 530 
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models compute changes in plasticity across ontogeny as an average across members of the 531 

population. Thus, individuals within a population may deviate from this average pattern. 532 

 533 

The timing of trait ontogeny relative to overall ontogeny 534 

 We hypothesize that the theoretical explanations for sensitive periods beyond early 535 

(trait) ontogeny should, almost always, hold irrespective of when the trait develops (Figure 536 

1). However, the specific timing of trait ontogeny may exclude some possible explanations 537 

for why the reliability of cues could change across ontogeny (Explanation 2). For example, 538 

changes in the reliability of cues cannot be explained by sensory development if the trait only 539 

develops after sensory maturation.  540 

The third explanation, proposing sensitive periods towards the end of ontogeny due to 541 

frequently changing environments, might not be valid for all trait ontogeny windows. 542 

Whether it is, depends on the gap between a trait’s development and its impact on fitness. 543 

Suppose a trait develops right after birth but fitness consequences only accrue after 544 

maturation. Under such conditions, cues towards the end of the ontogeny of the trait might 545 

not be good predictors of environmental conditions after maturation. However, the closer the 546 

end of trait ontogeny is to the window during which fitness accrues, the more likely cues at 547 

the end of trait ontogeny predict the relevant future environment. 548 

Shared principled in reasons for sensitive periods beyond early ontogeny 549 

Looking across models, we observe two, broad explanations for sensitive periods 550 

beyond early ontogeny. These periods emerge (a) when an organism’s uncertainty about the 551 

environment-phenotype fit increases later in ontogeny, and (b) when cues later in ontogeny 552 

reduce this uncertainty more than earlier cues do. Figure 3 illustrates these two explanations 553 

from the point of view of a focal individual (guinea pig with black patches). As is typical in 554 

mammals, juvenile guinea pigs depend on parental care and receive cues about their 555 

environment from their parents (e.g. about the density of predators). Once guinea pigs 556 

become independent from their parents, they are able to sample cues from peers about their 557 

position in the social hierarchy and their value as a mate. Plasticity peaks in adolescence (a) 558 

when individuals start to receive more reliable cues to their mate value in the form of social 559 

feedback from peers. Plasticity peaks or persists in adulthood (b) when adult guinea pigs 560 

experience uncertainty about their fit with the social environment due to changes in the 561 

composition of males (blue patches) to females (pink patches).   562 

 563 
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 564 

Figure 3. Plasticity tracks uncertainty across ontogeny. The x-axis depicts ontogeny for social 565 

behaviors in guinea pigs. Grey dashed lines depict hypothetical trajectories of plasticity. 566 

Sensitive periods later in ontogeny emerge when (a) later ontogenetic stages coincide with 567 

organisms being particularly uncertain about the current state of their environment. Or, when 568 

(b) cues at later in ontogeny are particularly reliable, enabling the organisms to reduce their 569 

uncertainty about the state of their environment. This figure illustrates both situations. Guinea 570 

pig icons are based on the following, copyrighted artwork and have been adjusted by the 571 

authors. Copyright: guineapig-white icon by Servier https://smart.servier.com/ is licensed 572 

under CC-BY 3.0 Unported https://creativecommons.org/licenses/by/3.0/.  573 

  574 

Are sensitive periods in mid-ontogeny an artifact of the study protocol? 575 

 Whether a specific model produces sensitive periods beyond early ontogeny might, in 576 

part, depend on the study protocol used to measure plasticity (Stamps & Luttbeg, 2022; 577 

Walasek et al., 2022a). That is, the same model could lead to different conclusions about the 578 

timing of plasticity depending on the study protocol. Understanding the role of the study 579 

protocol is thus important for interpreting and comparing results from different models, and 580 

for linking findings to empirical studies.    581 

Walasek et al. (2022a) and Stamps & Luttbeg (2022) examined three different 582 

protocols for measuring plasticity. These protocols share a basic paradigm that resembles 583 

empirical approaches. Suppose a researcher wants to measure how housing conditions 584 

throughout ontogeny shape aggression in guinea pigs. They might manipulate animals’ 585 
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housing conditions at different developmental stages: for example, in juveniles, early 586 

adolescents, late adolescents, and adults. For comparison, they would also maintain a control 587 

group, which has experienced standard housing conditions throughout ontogeny. Before 588 

running the experiment, the researcher will need to consider two questions. First, how long 589 

should guinea pigs remain in treatment housing conditions: for a temporary amount of time or 590 

until the end of ontogeny (treatment duration)? Second, when should they measure 591 

differences in aggression between treatment and control individuals: right after the treatment 592 

or at the end of ontogeny (measurement time)? Models of sensitive periods typically use 593 

protocols that cover different combinations of treatment duration and measurement time. We 594 

detail how each of the four models in our synthesis measured plasticity in Box 2. 595 

Both Stamps & Luttbeg (2022) and Walasek et al. (2022a) observe that a protocol in 596 

which phenotypic differences are assessed after a temporary treatment condition may be more 597 

likely to produce mid-ontogeny sensitive periods compared to other protocols. Stamps & 598 

Luttbeg also reanalyzed empirical data from an experiment in tadpoles (Relyea, 2003) and 599 

confirm that different protocols lead to different conclusions. Thus, we need to be mindful of 600 

the protocol(s) used when interpreting empirical data. That protocols matter also means we 601 

should be careful when stating model predictions. In some cases, a model might predict a 602 

mid-ontogeny sensitive period only if plasticity is measured a certain way.  603 

In their paper, Stamps & Luttbeg (2022) highlight how empirical studies do not 604 

consistently use the same protocol, making it difficult to derive conclusions about patterns of 605 

plasticity across different traits or species. We also observe such inconsistencies across the 606 

models that are part of our synthesis. On the one hand, it would be easier to aggregate if all 607 

empirical and theoretical studies used the same protocol. On the other hand, different 608 

protocols might provide different insights. Generally, a researcher should choose a protocol 609 

that best captures a specific research question. Specifically, the adoption protocol can capture 610 

long-term effects of continued exposure to experiences. In contrast, the plasticity and window 611 

protocol are suitable for capturing the short-term (for the plasticity protocol) and long-term 612 

(for the window protocol) effects of temporary exposure to experiences. In principle, short- 613 

and long-term effects of temporary exposure can be studied within one experiment by 614 

incorporating multiple treatment durations and measurement times. Such work would be a 615 

valuable direction for future research.  616 

Sensitive periods beyond early ontogeny: Insights and gaps 617 

Our synthesis offers three main insights. First, models suggest that natural selection 618 

may favor levels of plasticity to track organisms’ uncertainty and the potential of cues to 619 
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reduce it. We may expect sensitive periods beyond early ontogeny if organisms are more 620 

uncertain at later developmental stages and when cues later in ontogeny can help to reduce 621 

this uncertainty. Second, our selection of models and empirical examples includes more cases 622 

of sensitive periods mid-ontogeny than towards the end of ontogeny. Third, most empirical 623 

examples of sensitive periods beyond early ontogeny involve social behavior in mammals. At 624 

present, we do not know whether sensitive periods in mid-ontogeny are more common in 625 

mammals, or whether researchers have understudied other life stages, species, and traits. 626 

Future systematic reviews and meta-analyses can distinguish between these possibilities.        627 

We have also identified three gaps in our current understanding of sensitive periods 628 

beyond early ontogeny. First, it is challenging to aggregate and compare findings across 629 

theoretical and empirical studies because they vary in their conceptual and methodological 630 

approaches to studying plasticity. Second, we lack empirical studies specifically designed to 631 

test predictions from sensitive period models. Third, only a handful of models have explored 632 

sensitive periods later in ontogeny and these models do not incorporate recent empirical 633 

insights (e.g. about adolescence being a sensitive period for social behaviors). In the final 634 

section, we suggest future directions to address these gaps and strengthen connections 635 

between theoretical and empirical studies.  636 

Future directions and conclusion 637 

The study of sensitive periods would benefit from harmonization of methods. This is 638 

true both for empirical and theoretical studies. For the longest time the predominant view was 639 

that sensitive periods occur mainly early in ontogeny. Recently, researchers have started to 640 

explore sensitive periods beyond early ontogeny, adopting different approaches. We think 641 

that such initial variation in approaches may be a good thing. With time and experience, we 642 

can learn about the insights that different approaches can offer. However, as the field 643 

matures, it would benefit from increased standardization. As noted earlier, integration of 644 

findings across models would benefit from a shared framework for measuring plasticity 645 

(section ‘Are sensitive periods in mid-ontogeny an artifact of the study protocol?’). It would 646 

also be helpful if empirical studies could provide more details about the natural ecology of 647 

the animal and types of cues they use. For example, empirical studies of sensitive periods do 648 

not routinely report whether and at what rate the environment – to which the focal trait might 649 

be adjusting – changes across ontogeny. Knowing such ‘environmental statistics’ will make it 650 

easier to link empirical and theoretical studies (Burgess & Marshall, 2014; Frankenhuis et al., 651 

2019; Hartley, 2022; Marshall & Burgess, 2015).  652 
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We can deepen our understanding of sensitive periods by designing new empirical 653 

studies. Although many empirical studies explore plasticity in response to cues during a 654 

specific ontogenetic stage, only a few studies consider multiple time periods. To delineate the 655 

timing and duration of sensitive periods for different species and traits, we need experiments 656 

covering multiple ontogenetic stages. To establish a sensitive period at the onset of ontogeny, 657 

a minimum of two measurement times is needed. However, to establish a sensitive period 658 

mid-ontogeny we need at least three measurement times to make the necessary comparisons 659 

(onset vs mid and mid vs late). In an ideal world, researchers would have access to near-660 

continuous measures across ontogeny. Recent advancements in animal tracking and the 661 

ability to collect and process large amounts of data, are bringing us closer to this ideal 662 

scenario (Dupont et al., 2023; Ehlman, Scherer, Bierbach, Francisco, et al., 2023; Kievit et 663 

al., 2021). Earlier, we presented a study in Amazon mollies (Poecilia Formosa) which 664 

demonstrates the potential of these advancements: using high-resolution tracking tanks, the 665 

authors near-continuously quantify plasticity in behavioral phenotypes across ontogeny 666 

(Ehlman, Scherer, Bierbach, Stärk, et al., 2023).  667 

High-resolution and multidimensional data of the environment and phenotypes 668 

presents an excellent resource for studying interactions between animal personality and 669 

phenotypic plasticity (Bell et al., 2009; Dingemanse et al., 2010; Mathot et al., 2012). Such 670 

data affords quantifying how different behaviors covary across development. Extending  671 

experiments to cover multiple generations can additionally provide answers to questions 672 

about sensitive periods for transgenerational plasticity (Tariel-Adam et al., 2023; Uller et al., 673 

2013). That is, during which ontogenetic windows do parents’ experiences induce phenotypic 674 

changes in the next generation? However, we must also acknowledge that implementing a 675 

workflow that can track animals continuously and process such large amounts of data is 676 

challenging.  677 

Another important empirical future direction is to experimentally test model 678 

predictions about sensitive periods later in ontogeny. Experimental evolution offers unique 679 

opportunities for testing predictions from theoretical models. This approach typically uses 680 

species with a short generation time to study how controlled manipulation of the environment 681 

(e.g. cues) shape evolution. Earlier, we described two studies that have successfully tested 682 

theoretical predictions through experimental evolution (Dunlap & Stephens, 2009; Stamps et 683 

al., 2018). We currently lack similar studies that manipulate experiences across multiple time 684 

periods. Insect and invertebrate model systems are particularly well-suited to reducing the 685 
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gap between theoretical predictions and empirical insights about sensitive periods (e.g. 686 

English & Barreaux, 2020).    687 

To increase synergies between empirical and theoretical studies, future models could 688 

incorporate existing empirical insights. The models reviewed here are agnostic about the type 689 

of experience organisms face (e.g. positive vs. negative) and the specific trait they develop 690 

(e.g. a defense against predators or a specific social trait). Future work can extend existing 691 

evolutionary models by explicitly implementing novel empirical insights about specific traits 692 

or classes of traits (e.g. social behaviors) (Frankenhuis et al., 2018; Kacelnik, 2012; 693 

McNamara & Houston, 2009; Trimmer et al., 2012). For example, we could incorporate 694 

recent insights about sensitive periods for social traits into prior modeling work on the 695 

evolution of helping behaviors (Kuijper & Johnstone, 2019). This model explored the 696 

development of helping behaviors only in response to early-life stress. An extension of this 697 

work could explore plasticity in response to social experiences (both negative and positive) 698 

later in ontogeny as well.  699 

There is a dearth of models exploring the evolution of sensitive periods beyond early 700 

ontogeny in the context of social dynamics. The models in our synthesis provide insights 701 

about how the physical environment influences sensitive periods later in ontogeny. We have 702 

used these insights to explore adaptive explanations for behavior in general, including social 703 

behavior. For example, we speculated that frequent changes in the social environment (e.g. 704 

changes in the sex ratio) may favor heightened plasticity in adolescent guinea pigs. However, 705 

the field actually needs models that explicitly incorporate social dynamics among individuals 706 

to rigorously explore the plausibility of this explanation. Thus, there is great scope for future 707 

modeling to explore how characteristics of the social environment shape sensitive periods 708 

beyond early ontogeny. This work could, for example, provide novel insights into how social 709 

context shapes foraging strategies and nest-building in birds (Breen et al., 2020; Franks et al., 710 

2020) 711 

Existing models can also be extended by incorporating variation in fitness benefits 712 

across ontogeny. In many species survival and fertility are likely more strongly shaped during 713 

some life stages than others. For example, it is conceivable that adjusting morphological 714 

features shortly before the onset of adulthood could increase survival and reproduction (e.g. 715 

as seen in Mikulski & Pijanowska, 2010). Similarly, tailoring social behaviors to the 716 

adolescent social environment likely influences future reproductive success (Sachser et al., 717 

2020). A formal investigation of these ideas is lacking. Future models of sensitive periods 718 

could capture these phenomena by letting fitness benefits vary across ontogeny (Houston et 719 
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al., 1988; Mangel & Clark, 2019). Modelers may then explore how increased or lowered 720 

fitness benefits at specific life stages shape patterns of sensitive periods.  721 

Lastly, models of sensitive periods to date have barely explored life-history trade-offs. 722 

Yet, several of the empirical patterns in Table 1 may reflect trade-offs between fertility and 723 

survival. Consider, for instance, water fleas (Daphnia magna) maturing smaller to lower the 724 

chance of being eaten by a predator before reproducing (Mikulski & Pijanowska, 2010). Life-725 

history trade-offs might also be involved in shaping the different male morphs (fighters vs. 726 

scramblers) in bulb mites (Rhizoglyphus robini) (Deere & Smallegange, 2023; Smallegange 727 

et al., 2019). For example, in poor environmental conditions benign scramblers may be at an 728 

advantage because they can reach sexual maturity faster than fighters. How these trade-offs 729 

shape male morph development is not yet understood. Future models of sensitive periods 730 

could provide insights by incorporating life-history trade-offs, for example, by allowing 731 

individuals to choose when to terminate ontogeny for a specific trait and/or transition into the 732 

next life stage.  733 

Moving forward, stronger connections between carefully designed empirical studies 734 

and models can provide a more organized approach to studying sensitive periods. Ultimately, 735 

synergies between theoretical and empirical work, and clear connections between proximate 736 

and ultimate explanations, can promote an integrative science of sensitive periods.  737 

 738 

 739 

 740 

  741 
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Box 1 – Models of sensitive periods  1159 

Although all four models in our synthesis report sensitive periods at later life stages, 1160 

they vary in their assumptions. We can coarsely categorize the models along four dimensions: 1161 

(1) whether phenotypes are explicitly modeled (‘belief-only’ vs ‘belief-and-phenotype’), (2) 1162 

when fitness accrues (throughout vs at the end of ontogeny), (3) whether the environment is 1163 

stable or fluctuating across ontogeny, and (4) whether phenotypic traits develop 1164 

incrementally or unrestricted.  1165 

All four models consider how information obtained from cues shapes the information 1166 

state (‘belief’) of the organism. Fischer et al. (2014) and Walasek et al. (2022a, 2022b) 1167 

additionally consider how changes in the information state (e.g. increased estimate about the 1168 

presence of predators) translate to phenotypic adjustments (e.g. development of defenses). In 1169 

contrast, Stamps and Krishnan (2017) assume a one-to-one mapping between organisms’ 1170 

estimates of the environment and their phenotypes. We thus refer to Stamps and Krishnan 1171 

(2017) as a ‘belief-only’ model and to the other three models as ‘belief-and-phenotype’ 1172 

models. For different evolutionary ecologies, belief-and-phenotype models compute optimal 1173 

phenotypic decisions that maximize survival and reproductive success (i.e. biological fitness) 1174 

of the developmental system. In Fischer et al. (2014) organisms accrue fitness throughout 1175 

ontogeny while in Walasek et al. (2022a, 2022b) organisms accrue fitness only at the end of 1176 

ontogeny.  1177 

The four models also differ in their assumptions about the environment and how 1178 

organisms develop. Stamps and Krishnan (2017) and Walasek et al. (2022a) assume that the 1179 

environment remains stable across ontogeny. The other two models (Fischer et al., 2014; 1180 

Walasek et al., 2022b) assume that the environment fluctuates between two possible states 1181 

across ontogeny. The two models by Walasek et al. (2022a, 2022b) assume that phenotypic 1182 

development is incremental, meaning that individuals gradually adjust their phenotypes 1183 

across ontogeny. By contrast, Stamps and Krishnan (2017) and Fischer et al. (2014) assume 1184 

unrestricted phenotypic development, such that organisms can freely adjust phenotypes in 1185 

any direction and to any extent within just one time period. In the main text we discuss how 1186 

these differing assumptions shape qualitative patterns in models of sensitive periods.  1187 

 1188 

 1189 

 1190 

Box 2 – Quantifying plasticity 1191 
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The current body of models exploring sensitive periods uses a variety of study 1192 

protocols to quantify plasticity. Stamps & Krishnan (2017) and Fischer et al. (2014) quantify 1193 

plasticity as the phenotypic difference between two consecutive time periods in response to a 1194 

single cue. While Fischer et al. do not explore different manipulations of cues, Stamps & 1195 

Krishnan study different kinds of cues as ‘treatment’ conditions. For example, an organism 1196 

may be first exposed to cues indicating a safe environment before receiving a cue indicating a 1197 

dangerous environment (i.e. the treatment cue). Plasticity then corresponds to the posterior 1198 

difference before and after exposure to this cue. Walasek et al. (2021, 2022) use an adoption 1199 

protocol in which organisms get separated at some point during ontogeny. Before separation 1200 

organisms develop together and are clones of one another. At some point during ontogeny 1201 

one of the clones is taken away to a ‘treatment patch’ in which it receives opposite cues 1202 

compared to its original counterpart until the end of ontogeny. Plasticity then corresponds to 1203 

the phenotypic difference between separated clones at the end of ontogeny. The larger this 1204 

difference, the more clones were shaped by cues during their separation, suggesting a high 1205 

degree of plasticity at the onset of separation—when cues began to diverge.  1206 

Additionally, Walasek et al. (2021) consider two different types of plasticity: absolute 1207 

and relative plasticity. The former corresponds to the absolute magnitude in phenotypic 1208 

differences. We define the phenotypic distance between two individuals as the Euclidean 1209 

distance along these two dimensions (i.e. the square root of the sum of the squared 1210 

differences). The latter normalizes this differences by considering the amount of time that 1211 

clones developed together. Walasek et al. (2021) consider the latter to capture the potential 1212 

for plasticity after controlling for phenotypic similarities due to initial shared experiences and 1213 

the shorter time horizon for developing phenotypic differences. Overall, these different ways 1214 

for quantifying plasticity may be captured along the following dimensions: treatment cues, 1215 

duration of treatment, and time of measurement as described in Figure 1.     1216 
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 1219 

Figure 1. Quantifying plasticity. Plasticity is typically quantified as within-genotype 1220 

differences in phenotypes in response to cues. Different types of protocols for inducing such 1221 

phenotypic differences can be captured along three dimensions. First, the treatment describes 1222 

the kinds of cues to which individuals are exposed to. For example, phenotypic differences 1223 

may be assessed between a control (‘C’) and a treatment individual (‘T’) who has been 1224 

exposed to reciprocal, opposite cues compared to the control individual. Second, the duration 1225 

of such a treatment may vary. It may be permanent, lasting until the end of ontogeny, or only 1226 

temporary. After a temporary treatment, the control and treatment individual will receive the 1227 

same cues again. Third, we can specify when phenotypic differences are measured. We may 1228 

either measure them at the end of the treatment or at the end of ontogeny.      1229 

Copyright: this figure has been adapted from Frankenhuis and Walasek (2020), and we have 1230 

used the images of Daphnia with permission from Dr. Weiss (2019). 1231 
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